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Two prototype lead glass calorimeters have been constructed and tested at the AGS at Brookhaven National Lab. The first is a
25-element prototype (Pl) which was tested in the A2 beam line using electrons and pions ranging in energy from 0.5 to 5.0 GeV.
Results were obtained on energy resolution, the effect on energy resolution of pre-radiators and non-normal incidence, and on
e/-;r separation . The second prototype (P2) has 319 elements and was tested in the A3 beam line using 3.0 and 5.0 GeVelectrons
and 15 .0 GeV negative pions. Results were obtained on position resolution and effective mass resolution . Data were collected
requiring multi-photon signatures in the calorimeter . The design, construction, monitoring, readout electronics (including a
custom-built fast-encoding ADC system) and testing of the prototypes are described. These calorimeters are prototypes for a
3053-element lead glass calorimeter being built for Brookhaven Experiment 852: a search for mesons with unusual quantum
numbers. Quality control procedures are also discussed.

1. Introduction

Lead glass calorimeters have been used for many
years, and continue to be used, in high energy physics
research in both fixed-target and colliding-beam exper-
iments. A Brookhaven Lab AGS experiment (E852) [1]
is currently under construction to search for mesons
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with unusual quantum numbers and will concentrate
on a study of meson states in the 1-3 GeV/c2 mass
range which decay into 0, 1 or 2 charged particles plus
photons, through intermediate states such as -rro -> 2y,

--> 2y, and w- rroy. The photons will be detected
and measured using a 3053-element lead glass
calorimeter to be installed in the Multiparticle Spec-
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trometer (MPS). An important feature of E852 will be
the ability to require such decays as -rr o - 2y, q - 2y,
and w - Tr

oy as part of the event trigger.
In designing the lead glass detector (LGD) for E852,

two prototype calorimeters were constructed and
tested . A 25-element lead glass prototype calorimeter
(P1) was tested using electron beams of energies rang-
ing from 0.5 to 5.0 GeV in the À2 beam line at
Brookhaven National Lab (BNL). The energy resolu-
tion was determined as well as the effects of pre-radia-
tors and non-normal incidence on energy resolution .
The ability to distinguish electrons from pions with P1
was also studied . A second prototype (P2), consisting
of 319 modules, was tested using 3.0 and 5.0 GeV
electron and 15 .0 GeV negative pion beams in the A3
beam line, also at BNL. In the P2 tests the calibration
and monitoring procedure was exercised and data were
collected on multi-photon final states with and without
charged particles. These data will be used in the design
of the trigger processor for E852 . The all-neutral de-
cays of Tr ° , Tl, Tl', w, K°, a o(980), f2(1270), and a2(1320)
were observed . Results were also obtained on the
position resolution and on the effective mass resolu-
tion .

The phototube bases used in the P1 and P2 proto-
types incorporate a Cockcroft-Walton high voltage
system with computer control. E852 will use a custom-
built 12-bit ADC system which can digitize in 4 R s.
This system and its performance in the P2 tests is
described below. A laser-monitoring system was used
for both the PI and P2 tests with two very different
light distribution techniques . These are described be-
low. Finally the quality control procedures for the lead
glass calorimeter components, the glass blocks and
phototubes are also described.

2. Calorimeter components and quality control

2.1 . Lead glass

The lead glass was manufactured in Russia [2] and
is the type F8-00. The chemical composition of this
glass is 45% PbO, 42.8% Si02 , 10.4% K 20 and 1 .8%
Na20 and has a density of 3.6 gm/cm3 , a radiation
length of 3 .1 cm, a nuclear collision length of 22.5 cm
and an index of refraction of 1.62. The dimensions of
each block are 4 X 4 X 45 cm3 . The transverse dimen-
sions of an individual block are set by a number of
considerations including the transverse size of the elec-
tromagnetic showers (= 3 cm). The transverse dimen-
sions should be small enough so that a typical shower
will spread into neighboring modules permitting good
shower localization . Making the transverse dimensions
much smaller than the shower size is impractical since
the number of Cherenkov photons produced in a given
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block decreases and losses by reflection at the block
walls can become important. Other considerations in-
clude matching the transverse dimension to phototube
diameter and keeping the number of channels (glass
blocks, phototubes, bases, cables, ADCs) down to a
reasonable number. A study by others [3] concluded
that 3.8 to 4.0 cm is the optimal transverse dimension
of lead glass blocks for shower energies expected in
E852 . The longitudinal dimension of the blocks should
be long enough to fully contain the most energetic
showers (20 GeV for E852) however increasing the
length much beyond full containment will cause degra-
dation in energy resolution due to the absorption of
Cherenkov light. For F8 glass the length for 98%
containment is about 41 cm .

In E852 the target-to-calorimeter distance was set
at 5 m to guarantee that the photons from the most
energetic Tr ° 's be separated by at least 8 cm at the
front face of LGD. The dimensions and aspect ratio of
the LGD are designed to match the MPS magnet
aperture . The placement of the target within the mag-
net is chosen to allow for sufficient tracking length
within the magnetic field to insure good momentum
resolution for charged particles while at the same time
having the target close enough to the aperture to allow
photons to escape through the magnet and be detected
by the LGD. All these considerations lead to an LGD
with 3053 elements in 71 columns and 43 rows or an
active area 172 cm high by 284 cm wide . With this
number of channels, quality control is important in the
LGD construction .

2.1 .1. Transmission measurements
The optical transmission of a sample of 44 blocks

was measured using a Shimazu spectrophotometer [4] .
The transmission measurement was made along the 4
cm thickness. The results are shown in fig. 1 . No
attempt was made to correct for the effect of reflection
from the glass surfaces .

2.1 .2 . Measurement of lead glass block dimensions
Since the full scale LGD will be stacked in a 43 X 71

element array, stringent tolerances are required for the
transverse dimensions of the glass blocks to minimize
mechanical stresses and voids between blocks . The
transverse dimensions of the blocks were specified to
be 4.0 cm by 4.0 cm with a tolerance of 50 gm. Surface
flatness was specified by requiring that two imaginary
parallel planes separated by no more than 70 g,m
would contain all points on a surface of the block.

In order to measure how well the tolerances were
met, a computer-controlled (through CAMAC) lead
glass block measuring device was constructed . A
schematic is shown in fig . 2. A measuring stage moves
up and down along the full length of the block under
computer control and stops at a number of points
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Fig. 1 . Measurement of the transmission of 44 blocks along
the 4 cm transverse dimension . The measurements were made
with a Shimazu spectrophotometer [4]. No attempt was made

to correct for reflections from the glass surfaces .
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Fig. 2. A schematic of the block measuring apparatus to check
the tolerance of the transverse dimensions of the lead glass

blocks and to also measure taper.
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Fig. 3 . The distribution of thickness measurements (expressed
in deviations from 4.0 cm) for a sample of 3200 lead glass
blocks . The Gaussian fit yields a mean of 6.8 win and a Q of

24 .0 Win.

(typically 17) along the block to make a measurement.
The stage is linked to guide rods [5] which convert the
rotation of the rods into vertical motion of the stage.
The guide rods are turned by a stepping motor. Riding
on the measuring stage are four pneumatic probes [6],
operated at 20 psi, which measure the distance be-
tween the edge of the block and the probe zero point.
The block measurer was calibrated and the tempera-
ture effects studied . At constant temperature ( ± 10°C)
the thickness measurements are reproducible to
± 1 .5 win.
A block to be measured has a bar-code label at-

tached to one end of the block. The label is read by a
wand and the bar identifier and subsequent measure-
ments are logged by computer . The measuring pass
starts by measuring the aluminum base which holds the
block, followed by a measurement of the cap which
holds the top end of the block. Following this the stage
moves down the block. At each point of measurement
the stage stops, the probes push up against the blocks
and then are retracted . A typical measurement, includ-
ing reading the bar code and inserting the block, takes
about 5 min. The deviations from 4.0 cm for 3200
blocks is shown in fig. 3. A Gaussian fit yields an
average deviation of 6.8 win and a o, of 33 .7 ltm. If a
+75 win cut is imposed on the thickness tolerance,
95% of the blocks are accepted . Ameasurement of the
taper of the blocks was also made . The distribution of
taper measurements, expressed in units of microns per
cm of block length, yields a Gaussian distribution with
a average of 0.02 Lm/cm and a o- of 0.3 Lm/cm.
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2.2. Phototubes

The phototubes used in the prototype detectors and
the LGD are FEU-84-3, manufactured in Russia. They
are 12 stage phototubes with a 3.0 cm diameter SbNa-
KCs (antimony-sodium-potassium-cesium) photo-
cathode.

2.2.1 . Mechanical tests
The outside phototube diameter is specified by the

manufacturer as no more than 3 .4 cm and the length
(not including pins) is typically 10 .0 cm . A simple
yes/no test checked for phototubes which had the
incorrect length or non-centered pins . An aluminum
tube was machined with an inner diameter of 3.49 cm .
The phototube was inserted into a socket and the
socket and phototube inserted in the aluminum tube .
Insertion is not possible if the pins were off-center .
The top of the phototube was required to be at least
flush with, or up to 0.4 cm over, the top of the
aluminum tube . Of the phototubes tested, 83.6%
passed, 14.2% were too short, 0.4% were too long and
1 .8% had off-center pins .

2.2 .2 . Quantum efficiency
The measurement of the absolute quantum effi-

ciency of an initial sample of 30 phototubes supplied by
the manufacturer proceeded in two steps. First, the
number of photoelectrons emitted by a phototube when
illuminated by a stable (but uncalibrated) light source
was determined . This produced a ranking or relative
measurement of quantum efficiencies of the photo-
tubes in the sample . Second, the normalization of
these relative efficiencies was determined by obtaining
an absolute measurement of the quantum efficiency of
three phototubes by Hamamatsu Inc. using a calibrated
source . The resulting quantum efficiency, as a function
of wavelength, for the three phototubes is shown in
fig . 4.

To determine the relative quantum efficiency of the
tubes in the sample, the relative number of photoelec-
trons emitted when the tube was exposed to a stable
light source was measured . The light source was a
piece of type NE110 scintillator, 0.5 in . x 0.5 in . and 3.0
in . thick, attached to a 1 .5 wCi 24'Ám source . The
phototube under test was placed 2 in . from the scintil-
lator . The efficiency was determined by measuring the
rate of pulses over a 0.7 mV threshold normalized to
the rate of pulses over a 100 mV threshold in a trigger
phototube . The trigger phototube was an RCA 8575
attached directly to the scintillator . The test setup used
initially in these quality control measurements is shown
schematically in fig . 5.

With a photocathode to scintillator distance of 2 in .,
the geometric acceptance for photons is low enough so
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Fig . 4 . The absolute quantum efficiency of three FEU-84-3
phototubes as measured by Hamamatsu Inc . using a cali-
brated source. Three tubes were selected, using the method
described in the text, as having relatively high, medium and

low relative quantum efficiencies .

that the mean number of photoelectrons, (n) is re-
lated to the efficiency, s, by Poisson statistics :

The mean number of photoelectrons used here is
actually the relative number of photoelectrons which
depends on the quantum efficiency of the phototube,
the intensity of the light source and geometric factors
affecting the light collection efficiency . Since 241Ám is
an a emitter and the a's stop in the scintillator, the
light source can be expected to be extremely stable
from pulse to pulse. The geometric factors were held
constant from phototube to phototube by fixing both
the photocathode to scintillator distance and the orien-
tation of the photocathode . Thus (n) is proportional
to the quantum efficiency .

Fig . 5 . The phototube quality control measuring device used
in initial measurements . This was later replaced by a device
which could make quality control measurements on four pho-

totubes simultaneously.
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Fig. 6 . The distribution in absolute quantum efficiency, at
1900 V, for a sample of 1000 phototubes . A fit to a Gaussian

distribution yields a mean of 21% and a v of 3% .

For measuring the relative quantum efficiencies of
the final sample of phototubes, a four-stage test station
was constructed, based on the design of the initial test
station . The phototube under test is labeled with a bar
code, read by the computer and placed in one of the
four stations each of which is also identified with a bar
code and read out. When all four test phototubes are
in place, the light-tight box is closed and the quantum
efficiency and noise rates measured . The noise rate
measurements are described below. The distribution in
absolute quantum efficiency, obtained from these re-
sults and normalizing using the reference phototubes
discussed above, at an operating high voltage of 1900
V, is shown in fig . 6. The distribution is Gaussian with
a mean of 21% and a o, equal to 3% .

2.2.3. Noise rates
Two noise rates were measured, the random noise

rate and the noise associated with a real signal pulse
(afterpulsing or correlated noise) . The random noise
rate was defined to be the rate of pulses over 0.7 mV
in the phototube under test not in coincidence with a
pulse over 100 mV in the trigger phototube. Correlated
noise was defined as the probability of a pulse over 0.7
mV in the test phototube occurring within some vari-
able time after a trigger pulse in the trigger phototube.
The same apparatus was used for these measurements
as for the measurements of the quantum efficiency .

The correlated noise was measured for the entire
sample at a time 600 ns after a trigger pulse . Fig. 7
shows the distribution of correlated noise rate . The
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Fig 7. Distribution in correlated noise rate sampled 600 ns
after the trigger pulse, at 1900 V, for 1000 phototubes.

correlated noise was also measured as a function of the
delay time for a typical phototube . The result of this
measurement (see fig. 8) shows that there is an expo-
nential decay of this noise rate in time with a decay
constant of =500 ns. Fig. 9 shows the distribution of
the random noise rate measurements for this sample of
phototubes . The noise rates were measured at an oper-
ating high voltage of 1900 V.

Correlated Noise Gate Delay [ns]
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correlated noise rate, measured m a 600 ns
a function of gate delay, for a representative

phototube .
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2.3. High uoltage system

A computer-controlled, Cockcroft-Walton high
voltage power supply is installed in each phototube
base . This system, an overview of which is shown in fig.
10, consists of a power supply and the CAMAC high
voltage controller, (which can drive 4096 phototube
bases), a main station and individual phototube bases.
The power supplies and controller reside in the experi-
ment control room and the main station at the lead
glass detector . The bases are daisy-chained to a ribbon
cable which transmits DC power and address and data
signals. In the drawing of fig. 10 the distribution system
for the full LGD (71 columns and 43 rows) is shown as
71 branches with each branch feeding 43 bases. In the

nil

	

P2 tests, described later in this paper, 18 branches with
18 bases per branch were used .

100

	

The high voltage is set by issuing CAMAC com-
Noise (KHz)

	

mands from a computer . Each command includes a

Fig. 9. Distribution in random noise, at 1900 V, for 1000
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Fig. 10 . Overview of the Cockcroft-Walton high voltage distribution system . Please see the text for details and definition of signal
names.
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Fig. 11 . A drawing of a high voltage base assembly attached to
a phototube .

the group) . This is followed by a 10-bit high voltage
code . These data are sent over three signal lines :
address synchronization (SA), data synchronization
(SD) and the data (D). The commands are transmitted
at 100 kbits/s so setting the high voltage on a single
phototube takes 0.22 ms .
A phototube base drawing is shown in fig. 11 . The

base is 14 cm long (about 8 cm occupied by electronics)
and 3.9 cm X 3.9 cm in the transverse dimension. The
base includes a spring-driven socket (the spring stroke
is 1 .0 em) to push the phototube against the lead glass
and a rear connector panel.

The base functions are shown in fig . 12 . The AD-
DRESS REGISTER is an 8-bit shift register which
uses the address synchronization pulses transmitted on
the SA line to record the base address sent over the
data bus (D). The ADDRESS IDENTIFICATION is a
code comparator and identifies the individual addres-
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of the base . Only for the addressed base are the data
synchronization pulses on the SD line allowed to pass
to the DATA REGISTER, which stores the high volt-
age code . This code is sent to a 10-bit DAC. The
feedback resistor of the DAC is under negative volt-
age, which is proportional to the output high voltage
and which is supplied from a BUFFER AMPLIFIER,
fed through a divider with the voltage from the lowest
stage of the VOLTAGE MULTIPLIER. The positive
reference voltage, applied to the DAC, results in an
output DAC current proportional to the difference
between the required and actual voltage values . This
difference, or error, signal is fed into a ERROR AM-
PLIFIER whose output is connected to a MODULA-
TOR converting the d.c . into a 50 kHz a.c . signal . This
signal is then amplified by an amplifier whose gain is

20, and whose output impedance is less than 1 kiZ.
Finally the output is applied to a multi-stage diode/
capacitor VOLTAGE MULTIPLIER, the outputs of
which are directly connected to the corresponding out-
puts of the phototube. The VOLTAGE MULTIPLIER
is shunted by a 1 Gil resistor in order to create a
permanent discharge current from the VOLTAGE
MULTIPLIER capacitors with a time constant of or-
der 1 s. This makes it possible to continually adjust the
output high voltage independent of whether a current
is present in the phototube .

All the logic elements (registers and comparators)
and the DAC exist on a single, custom-built chip
manufactured in Russia .

This system allows for the control of 4096 photo-
tubes with a maximum voltage of 2048 V in 2 V steps.
The output voltage is stable to within ±0.2% for
temperature variations of 10°C and average phototube
currents of 0 to 0.1 mA . The power consumption per

PMTDynodes

Fig. 12 . Block diagram showing the function of the phototube base . Please see the text for definitions of signal names.
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base is 0.3 W. This system was used in both prototype
calorimeter tests described below.

3. 25-element prototype (Pl)

3.1 . Mechanical construction

The 25-element prototype consisted of a 5 by 5
array of lead glass blocks held in an aluminum frame-
work. The blocks and the framework holding them
were contained in a 18 x 18 x 36 in 3 light-tight, tem-
perature-controlled box. The box was made from 1/32-
in . thick aluminum sheet on a 3/4-in . skeleton . The
front face was equivalent to 1% of a radiation length of
material . The box was insulated with 3/4-in . thick
Styrofoam on its interior. The temperature in the inte-
rior was controlled by a solid state refrigerator/ heater
[7] to within ±1°F.

For the beam tests, the detector and the tempera-
ture controlled box were mounted on a table that
allowed the system to be translated in both directions
perpendicular to the beam axis . Two axes of rotation
(both perpendicular to the beam) were provided by a
smaller table mounted on the larger translating table.
These rotational degrees of freedom allowed determi-
nation of the response of the detector to non-normally
incident particles.

The blocks were wrapped in 0.0005-in . thick alu-
minized mylar for optical isolation . Each phototube
was contained in an aluminum canister along with its
base . The canisters were attached to aluminum plates
glued to the back faces of the blocks . Optical fibers for
monitoring were attached to connectors on these plates .
Signal and high voltage connections were made with
feed-throughs on the back plane of the temperature
controlled box.

3.2. Optical coupling

The full scale LGD will operate in the fringe field
of the MPS analyzing magnet in a region where the
field can be as large as 100 G. As part of the P1
studies, an optical coupling was tested which would
allow one to extend the 0.5-mm thick ~L-metal shielding
0.7 in . beyond the photocathode, a distance corre-
sponding to about 1/2 of the photocathode diameter .
To achieve this, the photocathode was optically cou-
pled to the block by a 0.7-in . thick cylindrical light
guide made of optical gel [8] .
A series of tests using cosmic ray muons were

performed to determine the characteristics of the de-
tector in an approximate way and to determine if the
design was adequate to give sensitivity to a single,
minimum ionizing particle . The detector as assembled
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prior to the beam tests did not have the aluminized
mylar wrapping on the light guides . The energy resolu-
tion of the detector to cosmic ray muons was a factor
of four worse than anticipated from Monte Carlo pre-
dictions. It was determined that a large fraction of the
Cherenkov light produced by these muons was lost
through the sides of the light guide because of the
index of refraction mismatch with the lead glass . As a
result, the outer, cylindrical surface of the light guide
was wrapped in 0.005-in. thick aluminized Mylar.

3.3. Monitoring

Phototube gain was monitored by a nitrogen laser/
photodiode system . The output pulse of the laser was
directed into an optical fiber attached to the laser. The
other end of the fiber illuminated a photodiode and
the end of a bundle of 32 secondary fibers that carried
output pulses to the individual modules. Gain was
monitored by the response of the individual modules
normalized to the photodiode response analyzed as a
function of time

The nitrogen laser used [9] has an average power of
6 mW, and a maximum pulse energy 400 wJ, with peak
emission at 337 nm . Neither the fibers nor the glass
transmit light at the primary emission peak of this laser
but it was found to produce sufficient light with a fast
enough rise time to be suitable for the purpose of
monitoring gain .

Since pulse-to-pulse variations in the total laser
power were as large as 10%, the output intensity of the
laser was measured for each pulse. A single fiber from
the laser illuminated a photodiode [10] at an angle of
incidence of 45°. A portion of the light was reflected
and directed into the fiber bundle described below.
This diode was chosen because of its very fast rise time
(= 1 ns) and its temperature stability (0.1% per °C) .
The output of the photodiode was converted to digital
information by the same ADCs used to read out the
detector .

The light from the laser was transmitted to the
individual modules of the detector by a bundle of 32
optical fibers [11] . Variations in the fiber size (and
perhaps transmission) from fiber to fiber yielded varia-
tions of a factor of two in total light output delivered to
each module . These variations were not sufficiently
large to exceed the dynamic range of the ADCs so they
were deemed acceptable .

Since the P1 beam tests spanned a short period of
time, the monitoring system was used primarily to
verify that the modules were turned on . However, the
PI detector was used after the beam tests to look at
the response to cosmic ray muons over a period of four
months . From these measurements it was determined
that the system was stable to within 1% .



3.4. Readout and data acquisition

The analog to digital converters used in this device
were LeCroy Research Systems type 4300 fast encod-
ing and readout (FERA) ADCs. These are CAMAC
devices packaged 16 to a single wide slot with a conver-
sion time for 11 bit resolution of 8.5 ws . The data
acquisition computer was a VAX station II/GPX .

The zero point offset (pedestal) of the ADCs was
determined by averaging the readout value for each
channel after gating the ADCwith no input signal . The
distributions of pedestal events were narrow (o- less
than 1 count) for all channels used in this analysis .

500
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Pedestals were accumulated at the end of each day of
running during the electron beam tests.

3.5. Electron beam, pre-beam calibration and initial cali-
bration

The energy response of P1 prototype was measured
in a momentum analyzed, tagged electron beam at
BNL. The A2 test beam provides positive or negative
secondary particles produced at 17° to a primary pro-
ton beam of 28 GeV. A quadrupole doublet provides
focusing and a dipole and adjustable collimator control
flux and momentum . Energies between 0.5 and 9.6
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Fig . 13. Observed energy deposition at (a) 0.5 GeV, (b) 1.0 GeV, (c) 3.0 GeV, and (d) 5.0 GeV.
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GeV are available. Electrons are tagged by a pressur-
ized threshold Cherenkov counter. Typical electron
content is 3% at 0.5 GeV and 0.5% at 3 GeV. The
momentum bite, Op/p, is adjustable by tuning the
collimator. The data presented here were taken with
the collimator adjusted to provide Ap/p < 1% . Mo-
mentum was selected by adjusting the current to the
dipole.

The relative gain versus voltage characteristics for
the modules were obtained by illuminating an assem-
bled detector module with light from a pulsed LED
[12] and analyzing the pulse height distribution as a
function of high voltage. The absolute value of the gain
could not be determined by this method because the
intensity of the input light pulse was unknown, as was
the efficiency of the coupling of the tube to the lead
glass module . Even with these limitations, the mea-
surements were the basis for setting the initial values
of the high voltage.
When the detector was in place in the A2 beam line

the operating voltages of the phototubes were deter-
mined by illuminating the center of each block with a 3
GeV electron beam . The pulse height distributions
were analyzed with peak finding techniques and the
voltages adjusted so that each module had its peak in
approximately the same ADC channel.

3.6 . Energy resolution

Data were taken with incident electrons with ener-
gies of 0.5, 1 .0, 1.5, 3.0 and 5 .0 GeV at normal and
non-normal angles of incidence with a minimal amount
of material in front of the detector. In addition, data at
1 .0 and 3.0 GeV were taken with 0.7 and 1 .7 radiation
lengths of material in front of the device .

3.6 .1 . Calibration algorithm
To convert the pulse height determined by the ADC

to energy deposited in a module, a set of calibration
constants was determined . To find these constants the
detector was illuminated by a monoenergetic, tagged
electron beam and a X2 minimization method applied.
The X2 of the energy measurement is given by :

zs 2

N (Eb_
Le~P"1X2= Y-

	

'2

	

,0

where Eb is the energy of the incident beam, c, is the
calibration constant of the ith module, P, is the pulse
height in the ith module for the jth event and o is the
resolution, independent of module . The sample con-
tains N events .

Assuming that the resolution is independent of
module, the c, can be varied to minimize the X2 by
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solving the following equation, obtained from differen-
tiating the above with respect to the c, :
N (	25

I Eb - ~c,Pi)Pti =0 .

This can be put in an explicitly linear form by writing:
N

P" = E P1, P,

which yields :

An initial set of calibration constants, determined by
the data from the single block illumination, was cho-
sen. The above equation was solved to determine a
new set of calibration constants. The procedure was
iterated until the maximum change in any calibration
constant was less than 0.5% .

3.6.2. Resolution function
The observed deposited energy distributions for

nominal beam energies of 0.5, 1.0, 3.0 and 5 .0 GeV are
shown in figs . 13a through 13d respectively along with
fitted Gaussian curves . The results of the fits are
shown in table 1 . The resolution is fitted to a function
of the form :

where the nominal beam energy, in GeV, was used .
The results yield 1.18% for a, the so-called floor term,
and 5.12 GeV 1 / 2 for b, the term which takes into
account photoelectron statistics . The fit result is shown
in fig . 14 . The fitted relationship between the nominal
beam energy, Eb, and the measured energy, E�� is
given by :

m.97Eb aE	(6)

and shows the non-linearity of the detector .

Table 1
Fits of the observed energy deposition to a Gaussian distribu-
tion

Nominal beam
energy [GeV]

Energy [GeV] o [GeV]

0.5 0.47+0.0010.001 0.043 +_ 0.001
1 .0 0.99+0.0010.001 0.060+ 0.001_
3.0 3.12+0.0020.002 0.121 +_ 0.005
5.0 5.23+0.006 0.184+0 .018
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Fig. 14 . A fit of the energy resolutions listed in table 1 to a
function of the form of eq . (5).

3.6.3. Effect of pre-radiator on energy resolution
The effect on energy resolution of pre-radiator

placed against the front face of the detector was inves-
tigated at incident electron energies of 1.0 and 3.0
GeV. In one case steel amounting to 0.7 radiation
length was used and in the other case steel and lead
with a total thickness corresponding to 1.7 radiation
lengths was used . The results are summarized in table
2 where we show the decrease in the mean observed
energy, AE, and the factor by which the observed
resolution increases .
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3.6.4. Effect of angle of incidence on energy resolution
The response to non-normally incident electrons

was investigated by rotating the detector relative to the
beam . Data were taken at 0.5, 1.0 and 3.0 GeV with
tagged electrons at 4 angles. The rear of the detector
was elevated to give simple angles of 5° and 10° to the
incident beam . A further rotation of 15° about a verti-
cal axis gave data at a compound angle of 18°. Data
were taken at the above energies at normal incidence
for comparison . In the following, these data sets are
referred to as 0°, 5°, 10° and 18° .

The detector was calibrated independently for each
angle. This approach is justified by noting that factors
such as optical coupling of the phototube to the lead
glass depend on the angle of incidence of the
Cherenkov photons on the interface . Fig. 15 shows the
width (Q) of the energy response as a function of angle
for the three energies investigated . There is no signifi-
cant evidence for a systematic change in resolution as a
function of angle of incidence in these data . Fig. 16
shows the average of the energy measurement distribu-
tion as a function of angle. Again, no systematic effects
are observed .

3.7. e/ar separation

Others have studied the response of lead glass
calorimeters to electrons compared to hadrons [13] .
The requirement that the incident beam particle be
tagged as an electron was removed to investigate the
response to hadrons. Fig. 17 shows the distribution of
energy deposition due to 3.0, 5.0, 7.0 and 9.6 GeV
hadrons. At 3 GeV the beam was known to contain
approximately 0.5% electrons, the remainder was as-
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Fig . 15 . Dependence of the width (or) of the observed energy distribution as a function of angle of incidence.
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sumed to be pions. The peak associated with electrons
is visible in the 3 GeV data and is also shown in the
insert distribution of fig . 17 . The distributions can be
characterized as consisting of two components, the
energy deposition of a single minimum ionizing particle
plus a decreasing exponential . A fit to the 3 GeV data
shows that the probability that a pion deposit energy
consistent with that of an electron ±3o- was 0.01 .

The measurements of the energy response to
hadrons only shows that there is a non-zero probability
that the observed energy deposition of a pion is consis-
tent with that of an electron . However, shower shape
information can also be used to reduce the probability
of electron misidentification . An energy weighted aver-
age radius for the shower is defined as :

25

Y_E, (x,-(x))2+ (
Y~_(Y»2

R= t
-1 zs

	

>

where E, is the energy deposited in the ith block and

Table 2
Effect of pre-radiator on energy resolution
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Fig . 16 . Dependence of the mean of the observed energy distribution as a function of angle of incidence.

(x� y,) are the coordinates of the ith block. The aver-
age coordinate, for example ~ x ), is defined as :

25

r_ E, x,
(x) = '=2s

	

(8)
Y_ E,
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Energy (GeV)
Fig. 17 . The energy deposition observed for untagged 3.0, 5.0,
7.0 and 9.6 GeV beam particles, assumed to be primarily
hadrons. The insert shows the portion of the 3 .0 GeV spec-

trum showing an electron peak.
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Fig. 18 . The distribution in the parameter describing the
transverse shower size (see eq. (7)) . The distribution is shown
separately for 3 GeV beam particles tagged as electrons and

untagged particles, assumed to be pions .

Fig. 18 shows the distribution in R as measured
with tagged 3 GeV electrons and with an untagged 3
GeV negative beam. By choosing R less than 4 cm,
75% of the pions are rejected while 90% of the elec-
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4. 324-element prototype (P2)

4.1 . Mechanical construction

Cellular wall aluminum block with 324 holes to
hold the phototubes and bases

Stack of18 x 18 blocks Each block is
4cmx4cmx45cm

Fig. 19 . Schematic drawing of the P2 prototype .
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trons survive giving an additional factor of four in Tr/e
rejection for an overall rejection factor of 400. If the
electron acceptance is allowed to fall to 50%, by choos-
ing R to be less than 2.9 cm, and the energy deposition
requirement replaced by ±2v a Tr/e rejection factor
of 1500 can be obtained . The data are inadequate for a
meaningful investigation of correlations between en-
ergy deposition and shower shape parameters .

The P2 prototype was built and tested with a num-
ber of goals in mind . These included the development
of an efficient calibration procedure and the collection
of data on multi-photon final states to be used in
designing algorithms for the final trigger processor.
The P2 detector is shown schematically in fig . 19 .

The prototype consists of 324 blocks arranged in a
stack of 18 columns with 18 blocks per column. A block
near the middle was removed and replaced with an
aluminum channel to allow passage for the beam . As in
P1, the blocks were wrapped in 0.0005-in . thick alu-
minized Mylar for optical isolation. The stack was held
firmly in an aluminum frame by plates which pushed

P2 Prototype LGD

active area is
72 cm x72 cm
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against the stack downwards and from the sides . The
pushing action was by means of screws in the sides of
the frame. The phototubes and bases were held in
registration to the glass stack by means of a cellular
wall, an 8-in. thick aluminum plate with 324 holes. The
back of the cellular wall had tapped holes. The
base/phototube assemblies were inserted and the back
plate of the base screwed into the back of the cellular
wall . The phototubes simply pushed up against the
lead glass . There was no other optical coupling. Fi-
nally, the 3/8-in . thick aluminum front cover of P2
supported an array of 18 Plexiglas bars with nipples
used as the laser light distribution system . This is
described in more detail below.

4.2. Transporter

The assembly shown in fig . 19 was placed atop a
transporter [141 . This transporter had sufficient range
of travel horizontally and vertically to position each
block of the array in the calibration beam . This trans-
porter was outfitted with the motor drive system and
associated control system [151 and interlocks [161 now
in use in the transporter for the full LGD. As part of
the calibration of the detector, each block must be
positioned in an electron calibration beam with a preci-
sion better than I mm. The calibration procedure used
for the P2 test, and planned for the full LGD, involves
starting the transporter, positioning a module in the
beam, and stopping to collect data in one or two
accelerator spills . The process then repeats for the next
block. The vertical speed is 6 in./min and the horizon-
tal speed is 12 in./min. The acceleration/ deceleration
ramp is 1 s in both directions. The motion is controlled
by computer . The vertical and horizontal positions are
read out using shaft encoders [171 coupled to the drive
mechanism. The software drives the transporter to a
given location by specifying the number of steps the
stepping motor should move and then verifies indepen-
dently that it arrived at the expected location by read-
ing the position encoders .

4.3 . Electronics

4.3 .1 . ADCs
A unique feature of E852 is the ability to find

energy clusters, reconstruct photon momenta and cal-
culate effective masses as part of the trigger require-
ment . In order to accomplish this, fast and high resolu-
tion ADCs are needed to digitize the signals from the
LGD phototubes . High resolution is needed first, to
find the photon clusters in an environment including
other photon showers and hadron showers, second, to
locate photon positions based on the energy distribu-
tion in a cluster of modules and third, reconstruct
effective masses . Speed is required in order to perform
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the calculations without prohibitive dead time . Based
on an expected pre-trigger (0, 1 or two charged parti-
cles plus energy in the LGD) rate of 10-12 kHz, we
need to perform the calculation in about 15 lts . The
ADCs must digitize and present their output to the
trigger processor in less than 10 ws . Commercially
available ADCs are not up to the task either in speed
or number of bits . It was decided to design and build a
FASTBUS-based ADC system .

Although the ADCs will eventually be packaged as
FASTBUS modules with 32 channels per module, for
the P2 tests these ADCs were packaged in CAMAC
modules, 16 channels per module . The heart of the
ADC is the front end which integrates the signal above
a pre-sampled baseline and presents the result to two
discriminators and a successive-approximation 12-bit
digitizer . The two discriminators have separate thresh-
olds and the outputs are available 100 ns after the end
of integration for use in a first-level trigger (e .g . multi-
plicity counting). The background subtraction feature
provides good noise immunity and makes possible the
realization of the full dynamic range of the ADC. For
example, a 60 Hz 1 V amplitude noise added to the
signal produces a shift in the output of less than one
least count The time required for digitization is 4 Ws .
Tests have shown that the integral non-linearity is less
than one least count. The reset time of 100 ns is an
important feature for higher pre-trigger rates.

The characteristics of the custom ADCs are summa-
rized in table 3. In order to construct these modules a
factory has been set up in the HEP lab on the Bloom-
ington campus of Indiana University . Surface mount
technology is used . The factory [181 includes a station
for applying solder paste to a board, a vacuum pickup
tool for picking and placing small components and an
infrared reflow oven for melting the solder . A com-
puter design program [191 is used for multi-layer board
layout . The output is sent to a company [201 which
produces the boards . Twenty CAMAC modules were
constructed for the P2 tests.

Table 3
Characteristics of the custom-built ADCs

Number of bits
Digitizing time
Number of channels/CAMAC module
Number of channels/FASTBUS module
Event readout time for full LGD(FASTBUS)

assuming 4 crates reading in parallel
and 4% occupancy

Reset time (to 1 bit accuracy)
Integral non-linearity
Other features :
Noise rejection
On-board discriminators

12
4 ws
16
32
5 Ws

100 ns
0A25%



4.3 .2 . Photon multiplicity trigger
A photon multiplicity trigger was implemented uti-

lizing the discriminated outputs of the custom ADCs .
CAMAC multiplicity modules were constructed which
used 319 signals [21] corresponding to the input being
above threshold 1 and another 319 signals correspond-
ing to the input being above threshold 2. The multiplic-
ity trigger required that N modules have amplitudes
above threshold 1 and below threshold 2. The require-
ment that the modules have a maximum energy was
imposed to eliminate charge-exchange events. The
common low and high thresholds and the value of N
were set under computer control. The procedure for
setting these parameters is described below. The state
of the discriminators as well as the final answer from
the multiplicity units were computer readable. This
provided a diagnostic check.

4.4. Monitoring

The monitoring system for P2 is based on a nitrogen
laser [22] exciting a small cylinder (0 .5-in . thick, 1-in .
diameter) of scintillator . The output from the scintilla-
tor is fed into a bundle of plastic fibers . One of these
fibers goes directly to a phototube which is used to
monitor the output of the laser . The other four fibers

y
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18 nipples: 1 cm thick, 1.27 cm

	

diameter, on 4 cm

	

centers

433

fan out into an array of Plexiglas bars and nipples,
which in turn feed the light into the detector as shown
in fig . 20 . The four fibers launch light into two ends of
two Plexiglas bars, each with 18 Plexiglas nipples placed
4 cm apart. These bars launch light into 18 other bars
of similar construction . This system is much less expen-
sive than systems which send a fiber to every module
and is much easier to set up and maintain [23] .

Several prototype light guides were built and tested .
The light guides were 76 cm long, 1 cm thick and 3 cm
wide . Each had 18 0.5 in . diameter, 1 cm high nipples
glued to it at 4 cm intervals, so that each lead glass
module would be fed by its own nipple . Several ver-
sions of this bar were tested by launching light into
them through a fiber at each end, and measuring the
output of each nipple with a phototube. The output
from the nipples can be described by :
a(e-xlk +e-(1s-x)lk )

where k is an attenuation length, given in units of
blocks (1 block = 4 cm), x is the distance along the bar,
also given in blocks . b is a coefficient to account for
the difference in fiber output at each end, and a is an
amplitude. Various bars were tested : with polished
edges, without polished edges, with white paper wrap-
ping, and with aluminized Mylar wrapping . It was

76 .00 cm

optical
fiber

Fig. 20 . The array of Plexiglas bars and nipples used to distribute light from four optical fibers, from a nitrogen laser, to 324 lead
glass blocks .
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0

Fig. 21 . The variation in light output of the light distribution
system shown in fig. 20 (which also shows how x and y are
defined) . Eq . (9) was used with k =12 blocks for the x

variation and k = 7 for the y variation.

found that simply polishing the bars gave a k = 12
blocks . The wrapping schemes did not significantly
improve this value.
A test was then done with a bar being fed by the

output of a second bar, instead of with a fiber . The
attenuation length in the second bar was found to be 7
blocks . The reason for this discrepancy is that the light
from a fiber is launched into the bar in a more colli-
mated forward direction than that from a nipple. This
results in a longer attenuation length for the case when
light is launched from a fiber since more of the light
experiences total internal reflection. Assuming that the
launching of light into the four corners of the array is
symmetric, the expected light output over the array is
shown in fig . 21 . The output at the center is about 2.5
times lower than at the corners. There is sufficient
light output so that the outputs of all nipples can be
equalized by a masking technique. This was not done
for the P2 tests.

beam

	

3% Be target
counters

	

all-neutral counters
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4.5 . Assembling the detector and initial checkout

In anticipation of assembling the full scale LGD, a
number of techniques were employed in the P2 assem-
bly. Bar code labels were attached to the cellular wall
near each hole . The glass blocks, phototubes and bases
were also labeled with a bar code . The bar codes of
these elements were read out, in situ, as each block
was inserted in the stack and as the phototube/base
assemblies were inserted in the wall . The archived
information from quality control measurements was
also available.

After the system was assembled and connected to
the ADCs, the computer controlled high voltage sys-
tem and the monitoring system were used to check for
consistency by turning off all but one module and
verifying that the signal reached the correct ADC.
After this checkout, the gain versus high voltage char-
acteristics of each module (glass block - phototube -
base - ADC) was determined . Finally the monitoring
system was used to initially set the high voltage for
approximately equal response prior to calibration .

5. Experimental procedure for the P2 tests and results

5.1 . The experiment layout

The layout of the experiment is shown in fig. 22 .
The apparatus was placed in the A3 test beam at BNL.
During data-taking, with 15 GeV negative pions, a 1.2
cm thick Be target, corresponding to 3% interaction
length, was used . The target was enclosed on four sides
by scintillation material and a scintillation counter
downstream . Upstream of the target were two scintilla-
tion counters to define beam .

The target-to-P2 distance was initially set at 4 m at
the incident beam momentum of 15 GeV to scale from
the final E852 conditions where the beam energy will
be 18 GeV and the target-to-LGD distance will be 5 m.

4.00 m

2.00 m

P2
lead
glass

detector

Fig. 22 . The experimental layout in the BNLA3 test beam for the P2 tests. For the initial data-taking, the target-to-P2 distance was
4 m. During most of the data-taking, the target-to-P2 distance was 2m. During calibration the target assembly was removed and a 4

m-long Ar threshold Cherenkov counter was installed for electron tagging .



In both cases, the photons from the most energetic
, r°'s have a minimum separation of 7.5 cm. For the
major part of the data-taking, however, target-to-P2
distance was set at 2 m to maximize the acceptance for
higher mass mesons with multi-photon decays .

5.2. Triggers

5.2.1 . Data-taking
The all-neutral pretrigger required a beam signal

with no signal from the counters on either side and
forward of the target. The pre-trigger-rate was approxi-
mately 1.5% of the interaction rate . During the data-
taking the beam intensity varied from 100 000
,tr's/pulse to 500000 -rr's/pulse, and during most of
the run the intensity was below 200000 ir's/pulse, for
which the pre-trigger rate was sufficiently low that no
other trigger requirements were necessary. The data
acquisition system was capable of reading out up to 90
events/ spill with less than 10% dead time .

When

	

the

	

beam

	

intensity was

	

above

	

200 000
-rr's/pulse, the photon multiplicity trigger described in
section 4.3 .2 was used . The parameters of this trigger
were adjusted to result in a data-taking rate of no more
than 90 events/ spill . The parameters of the trigger
were also determined by using software emulating the
multiplicity trigger on a sample of data collected using
only the pre-trigger requirement but with the input
into the multiplicity trigger read out on an event-by-
event basis. The parameters of the trigger were deter-
mined by finding the range of values of N and the high
and low thresholds, which when applied to data
recorded without the multiplicity trigger, maximized
the yield of rlTr o - 4y . At-the same time, the yield of
other meson states with multi-photon decays was
recorded and compared later to the yields observed
with the photon multiplicity requirement in the trigger.
To within the accuracy determined by statistics, the
observed yields agreed in all cases with the predicted
yields .

5.2.2. Other triggers
In addition to the physics triggers described above,

pedestal and laser-monitoring triggers were collected
throughout the run. Before each accelerator spill, the
ADCs were gated and the pedestals recorded . After
each accelerator spill the laser was fired and the ADCs
recorded . The results of these triggers are discussed in
section 5.5 .

Data were also recorded using 3 GeV electrons
incident on P2 for the purpose of measuring photon
position resolution . These results are presented in sec-
tion 5.6

5.3. Calibration procedure

Prior to data-taking, the calorimeter was calibrated
using 3.0 and 5.0 GeV negative beams. The target was
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removed and a 4 m long atmospheric air threshold
Cherenkov counter was installed for tagging electrons.
The electron content was approximately 20% of the
beam at 3 GeV and 5% of the beam at 5 GeV. The
electron flux was approximately 100/pulse at 3.0 GeV.

Before the calibration with beam, the gain vs high
voltage function of each module was determined using
the laser-based monitoring system (see Section 4.5) .
The high voltages were also set to yield approximately
equal gain from module-to-module, again using the
monitoring system . After the 5.0 GeV electron beam
was prepared the control of the calibration was trans-
ferred to Bloomington, IN using DECNET [24] .

The first step was to position the P2 detector, using
the computer-controlled transporter . so that the beam
was incident on a block near one corner of the detec-
tor . The detector was moved horizontally and vertically
in 0.5 cm steps to maximize the energy deposition in
the block. This determined the beam location relative
to the P2 transporter . As a check, the transporter
moved the detector so the beam was incident on a
block near the opposite corner and the procedure was
repeated . The results were consistent. The transporter
then moved the detector so that the electron beam was
incident on the center of the first block and then
proceeded from block to block. At each position about
2 to 3 spills were needed to accumulate adequate
statistics . About 15 s was required to calibrate a block
at the available intensity or about 80 min for the entire
array. A Gaussian fit to the energy distribution in each
block was made to determine the mean pulse height in
the block. The mean pulse height per block, as a
function of block number is shown in fig . 23a after the
first 5 GeV scan, before any adjustments were made to
the high voltage settings determined by the monitoring
system alone. After the first scan of the detector, the
software determined a new set of high voltages which
were downloaded from Bloomington to the VAX sta-
tionII/GPX interfaced to the detector . A second scan
at 5 GeV was performed and the results are shown in
fig . 23b. Finally a third scan was performed with 3 GeV
electrons to check for linearity. The results are shown
in fig . 23c.

5.4. Physics triggers

43 5

The calibration constants were determined using
the data from the 3 and 5 GeV calibration scans using
the technique described in section 3.6 .1 . A cluster-find-
ing algorithm was used to identify photons.

The cluster finding algorithm first constructed a list
of module energies and addresses in decreasing order
in energy . The module with the largest energy was
identified as a cluster center if the module energy
exceeded 100 MeV. The module energy was summed
with the energies in the eight nearest neighbors. The
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coordinates of the photon shower were computed using
a linear-weighted average:
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where E, is the energy deposited in the ith block and
(x,, y,) are the coordinates of the ith block. Other
techniques for calculating shower position are dis-
cussed in section 5.6 . The modules associated with a
cluster are removed from the list, and the next candi-
date cluster center and neighbors is analyzed . The
yield of events with various numbers of clusters is
summarized in table 4.

Fig. 23 . (a) The position of the electron peak in a module vs module number after the first 5 GeV scan before adjusting the high
voltages . (b) The position of the electron peak in a module vs module number after the second 5 GeV scan after adjusting the high

voltages as a result of the first scan . (c) The position of the electron peak in a module vs module number after the 3 GeV scan .



Table 4
Fraction [%] of events with found clusters

5.4 .1. 4 m data
With the target-to-P2 distance initially set at 4 m,

data were recorded with the all-neutral trigger . The
diphoton effective mass distribution for events identi-
fied as having two clusters is shown in fig . 24. The-rr"
and q decays into two photons are clearly seen . The
Gaussian fits to the mass distribution in the vicinity of
the-rr o and the rl are shown in figs . 25a and 25b
respectively. For the Tr °, the mass and a, are 134 MeV
and 11 MeV while for the rl the mass and o, are 542
MeV and 22 MeV. The rr °rr° effective mass distribu-
tion is shown in fig . 26a for those events from the
four-cluster sample which are consistent with the hy-
pothesis : ir °Tr o - 4y . For these events, the photon
energies were adjusted in the constrained fit to ,T0

,

2y . The decay K° -> Tr °Tr ° is clearly observed . The
Gaussian fit to the background subtracted distribution

0

v
w

B.B. Brabson et al. / Twoprototype lead glass e.m . calorimeters

0 .0

	

0.2

	

0.4

	

0.6

	

0 8

	

1.0

	

1.2
Two Cluster Effective Mass (GeV)

Fig . 24 . Two photon effective mass distribution for events with
two clusters in the 4 m data sample .
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Fig . 25. Fit to the mass distribution of fig . 24 in the (a) ,To

mass region, and (b) in the rl mass region .

in the K° mass region is shown in fig . 26b. The fit
values for the mass and o- are 491 MeV and 21 MeV.

5.4.2. 2 m data
With the target-to-P2 distance set at 2 m, data were

recorded with the all-neutral trigger and the multiplic-
ity trigger . The diphoton effective mass distribution for
events identified as having two-clusters is shown in fig .
27 . The Tr ° , rl and rí'(958) decays into two photons are
clearly seen however with the relative fraction of -rro to
, 9 is suppressed since the minimum diphoton separa-
tion for Tr O --> 2y at the detector face has been reduced
by a factor of two. This also manifests itself in the
presence of the to peak in the spectrum of fig . 27
where the decay w -Tr° y - 3y is seen in the two-clus-

Number of
clusters

4m
neutral
trigger

4m
multiplicity
trigger

2m
neutral &
multiplicity

1 2 .8 0 .0 8.0
2 24 .1 1 .7 37.1 0
3 43 .5 44 .5 20 .8 s
4 17.0 24 .5 16 .1 C
5 8 .3 17 .8 11 .6 v
6 3 .1 7 .8 4 .2 w
7 1 .3 3 .6 1 .5
8 0 .0 0 .0 0 .5
9 0.0 0 .0 0 .1

> 9 0 .0 0 .0 0 .0
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Fig. 26 . The 2Tr° effective mass distribution for the 4 m data
sample . (b) The 2,rr o effective mass distribution, with back
ground subtraction, in the K° mass region, for the 4 m data

sample .

ter sample because the photons from the Tr o coalesce

at the detector face .
In fig. 28 the Troy effective mass distribution is

shown for those events in the three-cluster sample
consistent with rr °y - 3y . Again a constrained fit was

performed on the Tr ° - 2y decay. The w -> Tr °y - 3y

decay is observed as well as a peak in the 1250 MeV

mass region . The latter peak results from f2(1270) ->

Tr °ar °, where again one of the Tr ° -> 2y decays is inter-
preted as a single photon . The rr 0TT0 and -qTr° effective

mass distributions are shown in figs . 29 and 30 respec-

tively, for those events from the four-cluster sample

which are consistent with the hypothesis : Tr o Tro - 4y
and TITro - 4y . Again, constrained fits to the decays

B.B. Brabson et al. / Two prototype lead glass e.m . calorimeters

II

v

0

cv
w

G
D
W

1

0.0

	

0.2

	

04

	

0.6

	

08

	

1.0

	

1 .2

	

1 4

Two Cluster Effective Mass (GeV)

Fig. 27 . The diphoton mass spectrum for two cluster events in

Tr ° - 2y and -q -> 2y were performed. In fig. 29 there
is a hint of the decay K° --> Tr °Tr ° and the decay
f2(1270) - Tr ° Tr° is observed . In fig. 30, the decays
ao(980) -> Tl

,rr o and a 2(1320) --) Tl ir O are seen .

5.5. Pedestal and laser-monitor data

During the data-taking, pedestal and laser-monitor
triggers were recorded prior to and after each accelera-
tor spill, respectively . In fig. 31, the plot of ADC
pedestal value vs module number is shown for a period

the 2 m data sample .
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Fig. 28 . The Tr °y effective mass spectrum for three-cluster
events in the 2m data sample
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Fig. 29 . The 21r O effective mass spectrum for four-cluster
events in the 2 m data sample .

of running covering approximately two weeks. The
error bars are the standard deviation in the pedestal
distribution over the period . In fig . 32, the variation of
pedestal for three representative modules is shown as a
function of run number over the two week period .
These distributions indicate that the pedestal variation
from module to module and the module variation over
time are small.

In fig . 33 the normalized laser response, averaged
over all modules, is shown as a function of run number.
The response is normalized by taking the ratio of a
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Fig. 30 . The Taro effective mass spectrum for four-cluster
events in the 2 m data sample .

module response to the response from a phototube
looking directly at a fiber (no lead glass involved)
illuminated by the laser . Thus, pulse-to-pulse varia-
tions in laser output are removed.

5.6.1 . Algorithms
Three algorithms were considered to determine the

calculated impact coordinates (x,, yc ) of a particle
initiating an electromagnetic shower on the face of the

250 300

Fig. 31 . Variation of ADC pedestal value vs module number. The error bars represent the s of the pedestal distribution over a 2
week period .
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lead glass array. Each uses a weighted mean :

xc -

	

JN

	

(11 )
F_ w, (El )
1

The sum is typically carried out over nine (twenty-five)
modules defining a cluster, the cluster center (module
with energy greater than 50 MeV and with the largest
energy in the cluster) and its eight (twenty-four) near-
est neighbors. The weight, w,(E), is a function of the
energy in the cluster and x, is the coordinate of the
center of the jth module in the cluster . A similar
procedure defines yc .
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In the studies described below nine modules (3 x 3
array) were used to define the cluster . Our studies
were repeated using a 5 x 5 array and in all cases the
relative improvement in coordinate resolution was less
than 2% .

Motivated by the work of others [25] we considered
three weighting functions

where ao is a constant and E,o, is the total energy in
the N modules defining the cluster . We refer to

w('),

I
1000

Run Number
Fig . 33 . Variation of average normalized laser response vs run number (covering a 2 week period) .

w,( 1)(Ej) =Ej , (12)

w(2)( Ej ) - EJt, (13 )

w(3)( Ej = Max{0, a,) + In( Ej - ln(Etot)), (14)



Table 5
Coordinate resolution (Q) in mm for the three algorithms

w(2) and wi3) as linear, power and logarithmic weight-
ing.

5.6.2. Monte Carlo studies
The program LEANT [26] was used to simulate the

energy deposition in a 5 x 5 array of lead glass mod-
ules induced by incident photons of six different ener-
gies (1, 3, 5, 10, 15 and 25 GeV) uniformly illuminating
the central module . The simulation included the effect
of the measured LGD energy resolution (Eq. 5), ADC
threshold and quantization . The coordinate resolution
(Q,, ,,) was obtained by fitting to a Gaussian function,
the distributions in the difference between the calcu-
lated and actual coordinates . The results are shown in
table 5 . In determining the power, r, and the constant,
ao , to use, we studied the variation in oX as a function
of these parameters . The results are shown in figs. 34

10

0.6

04

Power r
Fig. 34. Variation of the power r in the power algorithm (see
eq . (13)) as a function of coordinate resolution for Monte

Carlo data at various energies .
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Fig . 35 . Variation of ao in the logarithmic algorithm (see eq .
(14)) as a function of coordinate resolution for Monte Carlo

data at various energies .

and 35 for r and a o respectively as a function of
energy . In table 5, the values of r and ao which
optimize the coordinate resolution are used for each
energy . The variation in r is from 0.58 at 1 GeV to 0.63
at 25 GeV while a, varies from 4.1 at 1 GeV to 4.3 at
25 GeV. The logarithmic weighting, which is motivated
by the exponential fall-off of the transverse energy
profile, yields the best results of the three algorithms .

5.6.3 . Position resolution information from the P2 data
During the P2 test run, data were collected to study

position resolution . The P2 array was illuminated by a
3 GeV, normally incident, electron beam . Starting with
the beam incident at the center of one module, the P2
array was moved horizontally in 5 mm steps to the
centers of the neighboring modules. At each of the 17
positions, 4000 triggers were collected. Since the width
of the incident beam was large compared to the ex-
pected position resolution, two pairs of overlapping
scintillation counters were used to define the beam
position to within ±4 mm.

The distribution in the difference between the cal-
culated and actual coordinates, (Xcalc -Xreal), are shown
in fig . 36 for the three different algorithms . The values
of r and wo were varied to minimize the width of the
distributions for the data and were found to be 0.73
and 3.45 respectively, to be compared to 0.53 and 4.15
for the Monte Carlo simulations at 3 GeV. A fit of the
distributions to a Gaussian function yields the follow-
ing resolutions o-, : 6.0 mm for the linear algorithm, 5 .5

considered in the

Energy [GeV]

Monte Carlo

Linear

(MO

Power

studies and P2 data

Logarithmic
0.8-

1 (MC) 8.2 5.4 4.9
3 (MC) 9.9 5.4 3.3
3 (P2) 6.0 5.5 4.1 06-

5 (MC) 10 .1 5.4 2.8
10 (MC) 11.3 6.6 2.2 ó
15 (MC) 14 .9 8.1 1 .8
25 (MC) 37 .9 20 .5 1.6 0.4-

0.2-
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Fig. 36. Distribution in the difference between calculated and
actual coordinates for the P2 3 GeV electron data for the

three algorithms .

mm for the power algorithm and 4.7 mm for the
logarithmic algorithm.

6. Summary

The design, construction and test results of two
prototype lead glass calorimeters, a 25-element and a
319-element detector, including the high voltage sys-
tem and ADC system, were described. These calorime-
ter prototypes were built in preparation for the con-
struction of a 3053-element lead glass detector to be
used as part of BNL AGS experiment 852, a search for
mesons with unusual quantum numbers. Quality con-
trol procedures employed in the construction of the
prototypes and full-scale detector were also described.
Results were presented on energy resolution, position
resolution, and observation of the decays of mesons
into multi-photon final states . Performance of the
hardware including the calibration system and laser-
monitoring system was described.
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